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The problem of an average charge of variably ionizable particles in solutions is investigated. Contrary
to the ordinary counterion-condensation theories where only the interaction of the macroion with its
own counterion cloud is considered, all types of interactions, i.e., macroion-counterion, macroion-
macroion, and counterion-counterion, are taken into account. We develop a mean-field theory for the
case of site-bound counterions, so that the one-site partition function of bound counterions is explicitly
incorporated in the theory. We find that a first-order phase transition with abrupt change of the average
macroion charge occurs in salt-free solutions when the concentration of the macroions is changed. We
also observe that a similar first-order phase transition occurs when the concentration of extra salt ions is
changed at a fixed concentration of macroions. Contrary to the ordinary counterion-condensation phe-
nomena, the first-order phase transition implies that two phases with different average charges of ma-

croions may coexist in the system.

PACS number(s): 64.70.—p, 64.60.—1, 61.25.Hq, 82.30.Nr

I. INTRODUCTION

In a great variety of phenomena one deals with solu-
tions of variably ionizable particles. Examples of such
systems are numerous and include macromolecular solu-
tions, e.g., protein or DNA solutions, micellar solutions,
suspensions of charge-stabilized colloids, etc. These par-
ticles whose radii range from approximately 10 to 10* A
have approximately 10—10* ionizable groups located on
the surface and exposed into the surrounding solvent.
Electric interactions between the charged particles play
an important role both in the equilibrium structure of the
solutions (see, e.g., [1-6]) as well as in translational
[2,7-11] and rotational motion [12—16] of the solute par-
ticles. Therefore the average charge of the solute parti-
cles (or, more generally, their charge distribution) is one
of the most important characteristics for such systems.

The problem of the average charge of ionizable parti-
cles in solutions has nearly a 40-year history and was
studied mainly in a context of counterions localization
phenomena. Generally there are two main approaches to
this problem. One emerges from the early work of Lifson
and Katchalsky [17], which deals with the Poisson-
Boltzmann equation (see, e.g., [18—23]). The other one is
based on the counterion-condensation theory built up by
QOosawa [24] and Manning and co-workers [25-29]. This
theory predicts that counterions surrounding the polyion
should partially condense on its surface when the coun-
terion concentration exceeds some critical value. The po-
lyions are assumed to be rigid, uniformly charged rods
and a double limit is considered: The first limit excludes
the end effects of the chain whereas the second limit
makes the concentration of all ionic species infinitely
small with the Debye length tending to infinity [29]. In
this double limit the counterion condensation occurs due
to electrical instability of the counterion cloud in the po-
tential of the infinitely long charged rod that models
strongly elongated DNA macromolecules [29]. More
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rigorous considerations performed with use of a non-
linear Poisson-Boltzmann equation for infinitely diluted
polyion solution show that counterion condensation can
also occur for a spherical polyion if its radius becomes
larger than a critical length when the surface charge den-
sity is kept constant [20].

A somewhat different approach was developed in a re-
cent study by Reed and Reed [30] where the problem of
the average charge of a polyion was treated in terms of
the so-called pK constants [31]. For extremely dilute
solutions the authors calculated these constants both
theoretically and by Monte Carlo simulations.

All the above theories of the counterion localization
are one-body theories (with respect to the polyion subsys-
tem) since only interactions of the macroion with its own
counterion cloud are taken into account. Such an ap-
proach is valid only if the average distance between ma-
croions, which is of the order n ~ !/, is much larger than
the extension of the counterion cloud, which may be es-
timated as the Debye screening length associated with
counterions, i.e., as (47lzn,)” /%, where n and n.=Zn
are the number densities of macroions and counterions
(for the salt-free case) respectively, Ze is the average
charge of the macroion, and Iy =(e?/kTe) is the Bjerrum
length. Here € is the dielectric constant of the solvent, e
is the electron charge, k is the Boltzmann constant, and T
is an absolute temperature. This one-body consideration
obviously is not valid when the counterion clouds of
different macroions overlap, i.e., when n <(47TIBZ)'3.
To generalize the counterion-condensation theory for this
range of densities one should consider also the macroion-
macroion interactions.

Many-body theories for the polyelectrolyte solutions
were developed in a number of papers (see, e.g., [32-38]).
Here we mention a recent paper by Vilgis and Borsali
[39], where elaborated mean-field theory of concentrated
polyelectrolyte solutions is evaluated. In these many-
body studies, however, the charge density of the polyelec-
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trolyte chains was assumed to be fixed and the problem of
its equilibrium value was not studied.

It should also be noted that the microscopic details of
the counterion-polyion binding are not considered in the
counterion condensation theories.  Although two
different types of bound counterions, i.e., territorially
bound and site bound, were introduced [27-29], no mi-
croscopical parameters specifying the type of binding
enter these theories. However, a contribution to the total
free energy of the system from the bound counterions
strongly depends on the type of binding and, as will be
shown below, influence dramatically the average charge
of variably ionizable particles.

In the present study the restrictive condition
n >>(4mlyZn,,) "2 is not used and macroion-counterion
as well as macroion-macroion interactions are taken into
account. The microscopic details of bound counterion-
macroion interactions are explicitly considered here. We
concentrate mainly on the case of the site-bound coun-
terions [27] when the counterions are tightly bound to
some particular surface sites. We find that at certain con-
ditions a first-order phase transition occurs: The average
charge of the macroion changes abruptly from low to
high values, so one can call this phenomenon a “weakly
charged-strongly charged macroion” phase transition.
In contrast to the ordinary counterion-condensation
theories that deal with the single macroion, the first-order
phase transition implies that at certain conditions two
phases with different average charges of macroions may
coexist in the system.

The rest of the paper is organized as follows. In Sec. IT
we calculate the free energy of the solution taking into
account microscopic details of the counterion-macroion
interactions as well as electrostatic interactions between
various species. Minimizing then the free energy with
respect to the concentration of the free counterions we
find an equation for the equilibrium charge of the ma-
croion. To clarify the main ideas of our approach we use
in this section “physical” arguments, whereas the more
rigorous consideration is given in Appendix. In Sec. III
we analyze the results obtained and show that the first-
order phase transition occurs at a certain interval of the
system’s parameters. In Sec. IV we summarize our
findings.

II. MEAN-FIELD THEORY
FOR THE AVERAGE CHARGE OF VARIABLY
IONIZABLE SOLUTE PARTICLES

In this section we give simple mean-field considerations
of the problem. The basic ideas of our approach are the
following: First we introduce the chemical potential for
the bound counterions subsystem p and calculate the
grand thermodynamic potential Q(u) for this subsystem.
The average charge Q(u), the average square charge
Q 2(,u) of the macroions, and the average number of
bound counterions N,(p) may then be calculated easily.
At the second step we calculate the conditional free ener-
gy of the solution F(N,) with the condition imposed that
the number of free counterions in solution is equal to N.
This conditional free energy depends also on . Taking
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into account that N,+N,(u)=N,, where N, is the total
number of counterions in the solution that remains fixed,
one can consider the chemical potential as a function of
Ng, ie, ,u=,u(Nf). The last step is to minimize the con-
ditional free energy with respect to N, in order to obtain
an equation for the equilibrium number of free coun-
terions in the solution and thus the average charge of the
macroion. As shown in Appendix, these physically
reasonable considerations give the same results as the
more rigorous ones. Let us now calculate the conditional
free energy F (N /).

Assume for simplicity that our variably ionizable
solute particles have a compact globular structure with
ionizable groups located on their surface. Also assume
that the charge of the solutes does not influence their
equilibrium shape. Let the system of interest be com-
posed of N macroions with ¢ ionizable groups per each
particle that immersed in dielectric solvent with dielec-
tric constant € (the so-called “primitive model” of the sol-
vent) and V be the volume of the system. First we consid-
er the salt-free case with the site-bound model for coun-
terions binding. The latter means that the counterions
are tightly bound to the macroion and are in direct con-
tact with active groups on its surface. The ionizable
group may be in two states: a neutral state with a tightly
bound counterion and a charged (dissociated) state.

Since the total number of counterions is N, =¢ N, one
can write for the partition function of the salt-free solu-
tion

Z=Z,(NIN)™' [ dTdT exp(—BH) , )
H=Hy+Hc+Hyc+H, . 2)

Here Z,,, is the partition functions of the internal degrees
of freedom of the solute particles, B=(kT)™!, H denotes
the Hamiltonian of the system with H being the part of
the Hamiltonian responsible for the kinetic energy of the
macroions and counterions, H,;, Hc, and Hy,- denote
the macroion-macroion, counterion-counterion, and
macroion-counterion interactions, respectively. These
terms include all the interactions between different
species: Coulomb interactions, hard-core, van der Waals,
and additional repulsive interactions (see, e.g., [40-42])
that arise when charged solutes are immersed in a dielec-
tric continuum. dT'=(h"*¥)dR,---dRydP,"--dPy
denotes integration over the coordinates and impulses of
N macroions, respectively, whereas dI", denotes the same
for N, counterions. Note that writing Egs. (1) and (2) we
assume implicitly that internal degrees of freedom of the
macroions are not coupled to the other degrees of free-
dom. The more general case is considered at the end of
the section.

To calculate the conditional free energy one can notice
that the imposed condition of N, free counterions implies
that the number of bound counterions N, is equal to
¢ N —N,. Thus it is convenient to extract the subsystem
of N, bound counterions and treat them separately. For
definiteness we assume that electrostatic interaction ener-
gy of the bound counterions with macroion is more than
kT, whereas for the free counterions it is less than k7.



4538

One can neglect interactions of the bound counterions
with the free ones since they are negligibly small com-
pared to strong interactions of the tightly bound coun-
terions with the active sites on the macroion. Therefore
one can write for the free energy

F=F,+F,+F;, 3)

int

where F;, is the free energy of the internal degrees of
freedom of the macroions, F; is the free energy of ma-
croions (as structureless particles) and free counterions,
|
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and F, is the free energy of bound counterions. The
latter may be written as follows:

Fb(Nb):Qb+.u'Nb ’ (4)

where Q, is the grand thermodynamic potential for the
bound counterions and u is the corresponding chemical
potential. Denote a,,a,,...,ay as numbers of coun-
terions tightly bound to the Ist,2nd, ..., Nth macroion.
Let, for simplicity, all the active surface sites of the ma-
croion be identical. Then one has for (2,

IN N,!
Q,=—kTIn| 3 (N,D7'exp(BuN,) 3 Ala;+a,+ -+ +ay—N,)—————

N, =0 ay,a,,...,ay apa - ray:

¢ ay a, ay
X allzb az'Zb aN!Zb
‘ (] a ] .
=—kTlny 3 -+ 3 |, (a8 |, layi&™ . (5
al=0 aN=0 1 N

Here A(j)=38y;, [£1=¢1/a\(¢ —a)\, Z, is a one-site par-
tition function for a bound counterion, and
§=Z,exp(Bu). Deriving Eq. (5) we assume that (i) only
one counterion can be bound to an active site and (ii)
counterions bound on different sites do not interact with
each other (the latter approximation will be discussed
below). The one-site partition function Z, may be calcu-
lated with the use of various models. Here we emphasize
that its particular value is determined by local properties

of the active-site—counterion interactions. Calculating
Q, we obtain
Q,=—¢NkTIn[1+Z,exp(Bu)] . (6)

Therefore one has for the average number of bound coun-
terions per macroion @

a=(a,+a,+ - +ay)/N

= > (a;ta,+ -+ +ay)
a;,ay,...,ay
X a, e ay E"Vexp(BQ,) /N
— -1 09y _ -1
=—N ™ =¢Zyexp(Bu)[1+Z,exp(Bu)] " .

(7

In the same manner it is easy to obtain the following re-
sult for the average square of this value a’:

a’=(a}+ai+ - +a})/N

= 2

ay,83,---54y

N~ Ya}+ai+ -+ +a})

TN

X 3 £*Vexp(BQ,)

a; an

=(1—¢"YNa)+a . )

r
Thus we have for the average charge of the macroion

O=eN [(£/—a)+(I—ay)+ - +(£ —ay)]

=e(/—a)=Q(u) 9

and for the average square charge
Q2=eN"[(£—a, P+ (L —ay)*+ - - +(£—ay)?]
=e[(£/—a)l+a—a?/11=0%u) . (10)

Here a=a(u) is given by Eq. (7). Turn now to the calcu-
lation of the free energy of the macroions and free coun-
terions F,. For this function one can write

(11)

where N,=N.—N,=¢N—N, is the number of free
counterions in the solution, dT" and dT" s denote integra-
tion over 6N coordinates and impulses of macroions and
over 6N r coordinates and impulses of free counterions,
respectively. The interaction part of Hamiltonian H in
Eq. (11) includes only interactions between free coun-
terions, between free counterions and charged sites of
macroions, and between charged sites of different ma-
croions. Actually, the particular form of the Hamiltoni-
an H, depends on the particular distribution of the
bound counterions over macroions. Therefore the sym-
bol { ) denotes averaging over all possible distributions
of N, bound counterions over various active sites of N
macroions in solution (for details see the Appendix).

Integration over impulses gives the ideal-gas contribu-
tion:

BF,y=N[In(N /V)+In(A};)—1]
+N/[In(N;/V)+In(A})—1], (12)
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where Ay =h(2rMKT) "% A,=h(2emkT)~'/?, and M
and m are masses of macroion and counterion, respec-
tively. (Note that since M >>m the value of F;; depends
only on N, and not on the particular bound counterions
distribution.)

Integration over coordinates in Eq. (11) (with the sub-
sequent averaging) actually means the calculation of the
configurational integral for a multisort system where the
“sort” of the macroion particle corresponds to some par-
ticular distribution of the bound counterions over its ac-
tive sites. The configurational integral should then be
averaged over various bound counterion distributions.
One can also use a more direct way of calculating this
function if the thermodynamic limit N— o,V — o0,
n=N/V=const is implied. In this limit all the possible
distributions of the counterions over the macroion active
sites (all the possible sorts) are represented in the system.
The number of macroions corresponding to some particu-
lar distribution of counterions (i.e., the number of parti-
cles of some particular sort) is proportional to the proba-
bility of this particular distribution. Therefore in the
latter approach one deals only with the multisort system
and does not need the subsequent averaging. Calculation
of the configurational integral actually may be performed
only in a framework of some approximation scheme. It
may be done in a number of ways, e.g., with the use of in-
tegral equations, or a diagrammatic or -collective-
coordinate method. In our case of the multisort system
with a great number of different sorts, the diagrammatic
[43] or collective-coordinate method [40] seems to be the
most convenient.

Calculations are significantly simplified for dilute sys-
tems. In the latter case one can treat the Coulomb in-
teractions as basic interactions and interactions of the
other types as a perturbation. In a random-phase ap-
proximation (RPA) that is widely used for Coulomb sys-
tems one can write for the free energy

Fy=Fiy+Fgpp+B (B, +B3+ ), 13)

where Fyp, is the leading term in the RPA expansion for
the multisort system. It may be obtained in the usual
manner [43] of summing up all the ring diagrams in the
expansion of the function exp(—BH,) in Eq. (11). It is
not difficult to show that the free energy in the random-
phase approximation is the following:

—BFgpa=(V /8727

x[" kzdk{ lik) —In [1+ka)” (14)

where

X2(k)=(4wB/€)nq’+ne’S(k)S*(k)] (15)

is k-dependent inverse Debye screening length (note that
€ also may be considered as a k-dependent value),
n=N/V, n;=N,/V, and q, is counterion charge. The

value S(k)S*(k) can be called a charge structure factor
for a single macroion:

e%(k)S*(k)
= f da)( > qaqyexp[ik-(ra—r,,)]>
ay

N
=N"'3¥ fda),- 2 9a,9y,explik-(r, —1, )]

i=1 a,v;
sin(kl,, )
(20—, ) 16)

Here f do; denotes integration over the orientational
coordinates of the ith macroion, g, is the charge on the
1

ath active site of the ith macroion, and r, is its radius

vector with respect to macroion axes. a}, Ir ryl is
the distance between the ath and yth active sites on the
macroion surface. The summation in Eq. (16) is carried
out over all the active surface sites of the macroion
(indexes a and y). Note that the thermodynamic limit in
Eq. (16) is implied, so that the averaging over all possible
counterions distributions and averaging (i.e., summation)
over all macroions in the system give the same result.
The values B,,B;, . . . in expansion (13) are, respectively,
the second, third, etc. ionic virial coefficients that may be
expressed in terms of equilibrium structure functions of
pure Coulomb systems and short-range non-Coulomb in-
teraction potentials [40,43]. Since the characteristic
length of these short-range interactions is of the order of
R, where R is some characteristic size of the macroion,
one concludes that these coefficients may be roughly es-
timated to be of the order (nR?) for B,, (nR?*)* for B;,
etc. [40,43].

Details of the derivation of Egs. (14)-(16) can be found
in the Appendix, where the method of collective coordi-
nates is used. It should be noted that the RPA, which
has the same range of applications as the linear Debye-
Huckel theory, is a rather relevant approximation in our
case since we assume that the electrostatic interaction en-
ergy for the free counterions is less than the average
thermal energy k7.

Since we assume that counterions bound on different
active sites of a macroion do not interact with each other
and thus the binding occurs independently, one obtains
for the structure factor (for details see the Appendix)

e2S(k) S*(k)
=[(1—¢ " H7 f(R)+(1—£) Q> —Qe)+ Qe ,

(17)
where Q is the average charge and QT is the average
square charge of the macroions, which are given by
Egs. (7), (9, and (10), whereas the function
flk)=¢7%3, sin(kl,,)/kl,, characterizes the distri-
bution of the active sites on the macroion surface. If the
surface groups are distributed uniformly and randomly
over the macroion’s surface, one has f(k)
=[sin(kR)/kR ]’ for a spherlcal particle of radius R and
f(k)z(kL)_lfl (sinx /x )*dx for an mﬁmtely thm
needle of lengthOL Note that if k <<R Uork<<L~™
then f(k)~1 and thus e2S(k)S*(k)=Q7>. Therefore one
concludes that if y(0)R <<1, where R is some charac-
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teristic size of the macroion, one can use the latter result
for e2S(k)S*(k) and obtain from Eq. (14) the usual RPA
expression for the free energy [40,43]:

—BFrpa=(V/127)(Xp)* , (18)
(Xp =(4mB/€)(nQ%+n,q2) . (19)

Using Eq. (10) and taking into account that
a=N,/N=({/N—N)/N=¢—n/ng, one finally obtains
for monovalent counterions

—BFgpa =V /127)(4mwe?B/€)**(2n,+n}/n)*? . (20)

Since N, =¢ N — N one can write

Equation (21), together with Egs (6), (12), (13), and (20)
for Fr(N,), gives the desired result for the conditional
free energy of the solution. Assume that the system is di-
lute enough so that one can neglect the virial coefficient
B,,B;, . ... In this case Egs. (6), (12), (13), (20), and (21)
form a complete set of equations. The condition for the
minimum of the free energy (3F /0N, = —0F /dN,=0)
yields the relation for the chemical potentials:

o (22)
AT

where p1, is a chemical potential for the free counterions
in the solution. Equation (22), together with the relation
N,=¢N—N,=—0Q,/du, gives the system of equa-
tions:

p=B 'In(anA})—(xpe/e)2a+a®)*(1+a), (23)
a=¢[1+Z,exp(Bu)] " . 24)

Here we introduce the dissociation rate @=N, /N that is
actually the dimensionless average charge of the ma-
croion, i.e., 0 =ea and the parameter Y, corresponds to
the inverse Debye screening length associated with the
macroions, i.e., x»=(47Be’n /€). Equations (23) and
(24) may be rewritten as follows.

— Be?
a Za =n(Z,Ad)exp | — Xp

[0

Qa+a®)?(1+a) | .

(25)

Equation (25), corresponding to the salt-free case, may be

easily generalized to take into account the added salt

ions:
{—a

a2

=n(ZbAg)

2
e“Xp

Xexp | — Qa+a*+i)V(1+a) |,

(26)

with i; =21, /ne?, where I, =13 g2n, is the partial ionic
strength of the solution associated with the added salt,

and g, and n, are, respectively, the charge and number
density for ions of a sort a. Using Egs. (23) and (24) one
can also write down the conditional free energy as a func-
tion of a (up to a temperature dependent constant):

— aZ
BF(a)/N=£1n ’;Z:‘ +aln | S |+aln(naAl)
X5’
2 3/2 3
g (" +2a) a+in(nAy) . (27)

Equation (27), written for the salt-free case, is simply gen-
eralized for the added-salt case, substituting the factor
(a?+2a) by the factor (@’?+2a+i,). Equations (25)-(27)
are the main result of our study.

The partition function for the bound counterion Z,
may be calculated if some particular model is chosen.
Here we consider the case of site-bound counterions. Let
the counterions be tightly bound to the active sites, being
in a direct contact with the macroion surface. One can
write for the one-site counterion partition function Z,

Z,=h > [ exp(—Bp2/2u,)dp
X [ exp[—Bu(r)—Bg(r)ldr , (28)

where r=R,, —r, is the relative coordinate of the coun-
terion with respect to macroion, yg=mM(m +M) '~m
is the reduced mass, and p is the relative impulse. u(r)
and &(r) respectively denote the Coulomb and short-
range non-Coulomb interactions (e.g., van der Waals,
hard-core, etc.) of the counterion with the active surface
site. For the tightly bound counterion we use here the
harmonic approximation. The latter means that the total
interaction potential is expanded at the equilibrium point,
say 1, up to the second-order terms, i.e.,

u(r)+¢(r)=—Ey,+(maldr})/2+2(moldr)/2 . (29)

Here —E,=u(ry)+¢(r,) is an energy of the bound coun-
terion at its equilibrium position (“binding energy”).
Note that E > 0 by its definition. 87, and 6r, denote, re-
spectively, tangential and normal (with respect to the ma-
croion surface) deviations of the counterion from its equi-
librium position r,. mcoﬁ and mw? are, respectively, the
tangential and normal second-order derivatives of the to-
tal counterion-macroion potential, calculated at point ry.
Actually, o and o, are frequencies of tangential and nor-
mal vibrations that the counterion performs when it is
bound at some active site. In the harmonic approxima-
tion the value of Z, may be easily evaluated:

Z,=A.*2m/moiB) *exp(BE,) , (30)

where w3=w la)‘:". Strictly speaking, the expansion in Eq.
(29) is not complete. Actually, the interaction potential
of the bound counterion with the macroion depends on
the positions of the macroion atoms, say x;,X,, ..., Xy,
ie., u(r)+¢(r)=Y(r,x;,X,,...,x;). These macroion
atoms also perform permanent vibrations, but this is not
taken into account in Eq. (31). Therefore one should ex-
pand the total potential with respect to small deviations
from the equilibrium positions not only for the coun-
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terion but also for the macroion atoms, i.e.,
u(r)+¢(r)=—E,+(maidr})/2+2(mawidr}) /2
—Uy+ 3 F2E2/2
a

+2 (galgaarl +2ga||§a8r”) > (31)

where — U, is the energy of macroions atoms at equilibri-
um positions without bound counterions and &, and #,
are, respectively, amplitudes and frequencies (multiplied
on a square root of effective masses) of the ath normal
mode for the macroion atoms, such that the deviation of
Jjth atom from its equilibrium position 8x; is given by the
linear combination of normal modes, i.e., 8x; =3 ,b;.6,
The last sum in Eq. (31) describes the coupling of the
counterion vibration modes with the normal vibration
modes of the macroion atoms. The coupling constants
8, and g, are given by the relations
8ol | =2; bjaaz‘\/(r,xl,xz, . .»Xg)/0x;0(8r ),  where
the derivatives are taken at the equilibrium positions.

One can see that the internal degrees of freedom of the
macroions are coupled now with degrees of freedom of
bound counterions. Therefore Egs. (1)-(3) should be gen-
eralized. This may be simply done rewriting Eq. (3) in
the following way:

F=Fy +(F)+F;, (32)

where F;, is, as previously, the part of the free energy as-
sociated with the internal degrees of freedom of the ma-
croions:

exp(—BF;, )= [ dT;exp(—BHY,,) . (33)
Here H?, is Hamiltonian for the internal degrees of free-
dom of the macroions (with no coupling terms to the oth-
er degrees of freedom of the system) and d T, denotes in-
tegration over the internal degrees of freedom. (F, ), is
defined as follows:

CXp( _-B<Fb >int)= f drintexp{BFint _ﬁH?nt }

x [f dTyexp{ —BH, —BH,y, , }
(34)

The Hamiltonian H, in Eq. (34) includes only degrees of
freedom of bound counterions whereas H,, , describes
the coupling between bound counterions and the internal
degrees of freedom. For a single bound counterion the
value of H;, , is given by the last sum in Eq. (31) whereas
for the whole system summation over all the bound coun-
terions and macroions should be carried out. Assume for
simplicity that the normal vibrations of the macroion
atoms may be treated classically [this corresponds to the
high-temperature Boltzmann distribution for the normal
modes (phonons) of the macroions atoms]. Then simple
but tedious calculations show that for the case of weak
coupling, i.e., when w}>>Q>=3 (g2 /2%?2), an explicit
expression for the value of (F,);, may be evaluated.
The latter coincides with F, obtained previously for the
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case when the internal degrees of freedom of macroions
are not coupled to the other degrees of freedom but with
the one-site partition function Z, substituted by the aver-
aged one-site partition function {(Z, ),,,:

(Z,)im=A32m/ma?B)>*exp(BE,) , (35)
where @ is renormalized vibrational frequency

&2=0j—V=wd—3 (g2 /22) . (36)

Deriving Egs. (35) and (36) we assume that Oy=0|=w,
and g,=g,, =8q- As one can see from Eq. (36) the re-
normalized frequency @ is less than the frequency w,,
corresponding to the case when the internal motions of
the macroions are “frozen” (the model of the “hard” ma-
croion). That means that the value of (Z, ), increases
when the internal vibrations in macroions are taken into
account (the model of the “soft” macroion). Although
the simple explicit expression may be obtained only in the
case of a weak coupling, analysis shows that this con-
clusion generally holds true: the value (Z, ), for the
soft-macroion model exceeds the latter one for the hard-
macroion model. Moreover, at some particular cases,
when a soft mode with a low frequency proportional to
H, exists, such that the coefficient g, is nonzero and the
phonon distribution function at these frequencies does
not tend to zero, one can expect a significant increase of
the average one-site partition function { Z, ),,,.

If the counterions are not in direct contact with the
macroion surface one can use the Bjerrum approach to
calculate the partition function Z,. Following Bjerrum,
define the bound ions as ions which electrostatic interac-
tion energy with the macroion exceeds the average
thermal energy B~ !. Thus a natural length scale, the so-
called Bjerrum length I, =e?B/€, arises. It gives a dis-
tance at which the electrostatic energy of two unit
charges immersed in a solvent with dielectric constant €
is equal to the average thermal energy. In spirit of the
Bjerrum approach we obtain the following estimate for
the value of Z:

Z,=h"* [ exp(—Bp*/2p,)dp

Xfexp[—ﬁu(r)-ng(r)]
XO(|Bu(r)+B4(r)|—1)dr. (37)

Here ©(x)=1 if x 20 and ©(x)=0 otherwise. Note that
in the framework of this approach one can consider not
only the site-bound but also territorially bound coun-
terions. If the Bjerrum length /; exceeds an average dis-
tance between the active sites on the macroion surface b,
then one deals with the territorially bound counterions;
in the opposite case Iz <b, one has the site-bound coun-
terions. Here we study the latter case. Note that if
Ip << b, one can consider the binding of the counterions
on the different sites as independent.

Let the short-range interactions ¢(r) be the hard-core
interactions of a hard spheres of radii R (macroion) and
ro (counterion) (the so-called “restricted primitive mod-
el”). Let the active site be located at depth r, from the
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macroion surface; then one obtains for the one-site parti-
tion function (note that when the counterion is not tight-
ly bound to macroion there is no need to consider the
internal vibrational modes of macroion)

Z,=Ac%27l} flbdy exp(—y)y ~*
X{1—(1—ry/R)"!
X[1—(rq/R)b/y)?)(y/b)} ,

(38)
where b =1y /2ry. If ry <<R, Eq. (38) is reduced to

Z, =Ag2nl} flbdy exp(—p)(y 4—b"ly3) (39)

The case of territorially bound ions is not considered in
the present study. Here we only mention that the corre-
sponding partition function for counterions, which for
this case are delocalized on the macroion surface, may be
calculated following the line of counterion-condensation
theory (see, e.g., [25]).

III. RESULTS AND DISCUSSION

Let us now analyze the obtained results. First consider
the dependence of the free energy of the solution on the
dissociation rate @=N,/N (i.e., on the average macroion
charge O =ae). This dependence is given by Eq. (27).
Calculating F(a) for different values of the macroions
concentration we observe the following behavior of this
function: When the macroion concentration n is less
than n; or more than n,, the F(a) dependence has only
one minimum corresponding to the equilibrium value of
a. At the same time in the concentration region
n,<n <n, the function F(a) has two minima. The
lower minimum corresponds to the stable state of the sys-
tem while the upper minimum to the metastable one. At
n=n, these two minima have an equal depth, which
means that two stable phases with different values of o
(the average charges of macroions) coexist in the system.
Thus we conclude that the first-order phase transition
occurs when the macroion density n becomes equal to n.

To find the equilibrium charge of the macroion one can
also solve Eq. (25), which gives the free-energy extrema.
This equation was solved numerically and the results are
shown in Figs. 1 and 2 for two different systems. For the
first system we take ¢ =100 and for the second one
¢ =500 active sites on the macroion surface. The first-
order phase transition appears as van der Waals loops at
isotherms a=a(n)=Q(n)/e. The Maxwell construction
may be used in a proper way to find the coexistence
points and suppress unstable and metastable regions.
However, since the expression for the free energy is
known explicitly [see Eq. (27)], there is no need to use the
Maxwell construction. Actually, using Eq. (27) one can
easily find the root of Eq. (25) corresponding to the stable
minimum. In Figs. 1 and 2 the parts of the isotherms
corresponding to the stable minimum are shown by the
thick dots, while the isotherms corresponding to the un-
stable minimum and maximum of the free energy are
shown by medium and thin dots, respectively. The actual
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FIG. 1. Concentration dependence of the average macroion
charge Q /e versus concentration of macroions n for the salt-
free case. Here the thick-dotted lines correspond to the lower
(stable) minimum of the free energy, the medium-dotted lines to
the upper minimum, and the thin-dotted lines to its maximum
value. The number of active sites ¢£=100. w,=10" s~ ',
m=1.64X10"% g, and E,/kT,=26 at T,=300 K. The curves
from left to right correspond to 7=0.917,, 1.057,, and
1.12T, respectively.

10

isotherms are those that are built up by the thick-dotted
lines. If the isotherm has two branches of the thick-
dotted line, the upper and lower branches should be con-
nected by a vertical line (the latter are not shown in Figs.
1 and 2). Since the average charge of the macroions
Q =ae changes from the low values 0 /e ~1 to the high
ones Q /e ~¢ >>1, one can call this transition a “weakly
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FIG. 2. Concentration dependence of the average macroion
charge Q /e versus concentration of macroions n for the salt-
free case. The number of active sites ¢ =500. wo=10" s},
m=1.64X10"%* g and E,/kT,=31 at T,=300 K. The curves
from left to right correspond to 7=0.91T,, 1.02T,, and
1.11T, respectively. The designations are the same as in Fig. 1.
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charged macroion-strongly charged macroion” phase
transition.

From Figs. 1 and 2 one can see that at an extremely di-
lute limit, when n-—0, the macroions are practically
completely ionized, i.e., O /e ~¢. This result is in agree-
ment with the conclusion of Zimm and LeBret [44] and
also with a later conclusion by Ramanathan [20] that a
sphere of a fixed radius and charge cannot confine a cloud
of counterions around itself, if the limit of infinite dilu-
tion is considered. When the concentration of macroions
increases, the average charge decreases since some of the
counterions become bound on the active sites of the ma-
croions. This resembles in some sense the usual absorp-
tion of a gas on active sites on a surface when the average
coverage rate increase with increasing density of gas.
When the concentration further increases the sudden
jump of the average charge up to the highest value
occurs. However, if the temperature exceeds the critical
temperature (one of the most important parameters for
the first-order phase transitions) no abrupt changes of the
average charge occur and the system is always in a one-
phase state (the right-hand curves in Figs. 1 and 2).

In the same manner we study the added-salt case when
the extra salt ions are present in the solution. The novel
property of these systems is that the first-order phase
transition may occur when the concentration of the ma-
croions is fixed while the concentration of the extra salt
ions is changed. The corresponding isotherms a=al(i, n
fixed), where i, =4I /ne* and I, is the partial ionic
strength of the solution associated with the extra salt
ions, are shown in Figs. 3 and 4. Again we see that when

100
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0 2 4 6
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FIG. 3. Dependence of the average macroion charge Q /e
versus partial ionic strength of the solution i; associated with
the added salt ions i;=, g2n, /ne’, where n is the macroions
concentration and n, and g, are, respectively, the concentra-
tions and charges of salt ions of sort a. The number of active
sites £=100. @,=10" s7!, m=164X10"%* g, and
Ey/kTy=26 at T;=300 K. The curves from left to right corre-
spond to T=1.11T,, 1.03T,, 0.917, and 0.807), respectively.
The macroions concentration n=5X 10! sm™3. The designa-
tions are the same as in Fig. 1.
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FIG. 4. Dependence of the average macroion charge 0 /e
versus partial ionic strength of the solution, associated with the
added salt ions i;. The number of active sites ¢ =100. w,=10
s, m=1.64X10"%* g, and E,/kT,=26 at T;=300 K. The
curves from left to right correspond to T'=1.11T7,, 1.03T,,
0.91T,, and 0.80T, respectively. The macroions concentration
n=8X10" sm™3. The designations are the same as in Fig. 1.

the temperature exceeds some critical value, the average
charge of the macroion changes continuously (the left-
hand curve in Fig. 3). However, in the case of added salt
ions the critical temperature depends on the macroion
concentration n (compare the left-hand curves in Figs. 3
and 4, which correspond to the same temperature but to
different concentrations of the macroions).

Note that since this phase transition occurs at fixed
macroion concentration it resembles in some sense the
counterion-condensation phenomenon, which is also ob-
served at fixed macroion concentration when the coun-
terion concentration is changed. The main difference be-
tween these phase transitions and the counterion-
condensation phenomena is the possibility of coexistence
in the former case of two phases with different average
charges of the macroions. The counterion condensation
occurs due to electrostatic instability of the counterion
cloud in the field of its parental macroion [28]. At the
same time the phase transition results from the interplay
of different parts of the total free energy of the system.
Whereas the free energy of the bound counterions per
one counterion does not depend on concentration, the
free energy per particle associated with electrostatic in-
teractions of the free counterions depends on concentra-
tion. It gives a negative contribution to the total free en-
ergy and its absolute value increase with increasing con-
centration. That is why at high concentrations it be-
comes more favorable for the free energy (which tends to
be minimized) to have the most of the counterions free.
At some values of parameters these changes occur
abruptly, so that the phase transition is observed.

This qualitative explanation of the effect follows the
line of Stell and Wu [45], who discussed the physical
reason of the liquid-gas-type transition in simple electro-
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lytes, where the similar first-order phase transition (one
can also call it a ‘“‘weak-electrolyte—strong-electrolyte”
transition [46,47]) is expected (see, e.g., [45,48] and refer-
ences therein). Note also that liquid-liquid phase transi-
tions were predicted for colloidal solutions [49—-51] where
the macroions were modeled as hard spheres with uni-
form surface charge density. In these studies the phase
transition was established by observing the divergency of
the osmotic compressibility associated with macroions.
One can assume that on the microscopical level this
occurs due to partial condensation of counterions on the
macroions. One can also mention a recent experimental
paper [52] where the liquid-gas-type phase transition as
well as coexistence of two different phases were observed
in solutions of ionizable colloidal particles.

The standard analysis for these first-order phase transi-
tions [53] may be done to find the critical parameters,
(@*,T*,n*) for the a=a(n, i; fixed) dependence or
(a*,T*,i}) for the a=ali,, n fixed) dependence. Unfor-
tunately, it is not possible to treat these dependences
analytically. Referring, for the detailed numerical
analysis, to [54], we note here that critical parameters for
the salt-free case are the following: For ¢ =100 we ob-
tain n*~6.3X10" sm™3, E,/kT*~23.75, where
E,/kTy=26 at To=300 K. For £ =500, n*~1.1X10!!
sm™3, Eo/kT*~28.5, with E,/kTy=31 at T,=300 K.
In the calculations we use the following values of parame-
ters: m=1.64X10"2* g (the mass of proton) and
we=10"s"1,

To make reasonable estimates for the value of E, note
that for tightly bound counterions that are in direct con-
tact with the macroion surface the energy of attractive
Coulomb interaction is of the order of 10°%kT (at T'=300
K) for r=1 A. If one takes into account the energy of
effective repulsive interactions due to the presence of
dielectric and use the estimates that give the continuum
theory [40,41], one concludes that the total energy is ap-
proximately twice as small as the pure Coulomb one.
Therefore the following estimate E,~10-10°kT (at
T=300 K) seems to be reasonable.

Since in the present study we consider the case of
nR3<<1, where R is some characteristic length of the
macroion, the latter value does not incorporate the
theory. To confirm the self-consistency of the approach,
we make some estimates. Let the colloidal particles have
radius R =350 A; then if ¢ ——100 the volume fraction
®=47R>n* at critical density n*=6.3X 10" is equal to
0.011 and thus ® << 1. At the same time, if the average
charge of the macroion Q =~ 10, one obtains y,R =~0.25
and 0.025 for the case Q ~1. The average distance be-
tween the charged groups on the particle surface may be
estimated as 70 A. The latter value is much more than
the Bjerrum length /5, which for aqueous solutions is
equal to 7.2 A. The case of £=500 may be exemplified
by the colloidal particles of radius R =3000 A; for criti-
cal density one has ¢=0.012 and y,R =0.09 for o=10.
The average distance between the active sites is equal to
270 A, which again is much more than / 5. These esti-
mates show that the restrictions imposed on our theory
are satisfied and thus the self-consistency of the theory is
confirmed.
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IV. CONCLUSION

In the present study the problem of an average charge
of variably ionizable particles in solutions is investigated.
Contrary to the ordinary counterion condensation
theories where only the interaction of the macroion with
its own counterion cloud is considered, all types of in-
teractions, i.e., macroion-counterion, macroion-
macroion, and counterion-counterion, are taken into ac-
count. We develop a mean-field theory for the case of
site-bound counterions, so that the one-site partition
function of bound counterions is explicitly incorporated
into the theory. For tightly bound counterions the parti-
tion function is calculated with the use of harmonic ap-
proximation for the potential well of the macroion-
counterion interactions. For nontightly bound coun-
terions the Bjerrum approach is used.

We find out that a first-order phase transition of the
type weakly charged macroion-strongly charged ma-
croion occurs in the salt-free case when the concentration
of the macroions is changed. We analyze also the salt-
added case when some extra salt ions are present in the
solution. We observe that the similar first-order phase
transition occurs when the concentration of extra salt
ions is changed while the concentration of macroions is
fixed. Contrary to the ordinary counterion condensation
phenomena, the first-order phase transition implies that
two phases with different average charges of the ma-
croions may coexist in the system.
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APPENDIX

In this appendix we show that more rigorous con-
siderations give the same results as those derived in Sec.
I1, where the reasonable “physical”” arguments were used.

Let F(N;) be conditional free energy of the system
with the condition that the number of free counterion is
equal to N, so that N, =/N—Nf is a number of bound
counterions. Let these N, counterions be distributed
over the N macroions and a;,a,, . . .,ay be the numbers
of counterions bound to the 1st,2nd, ..., Nth macroion
(@;+a,+ -+ +ay=N,). These a; counterions may be
distributed over ¢ sites in a number of different ways.
Let {a;} denote some particular distribution of coun-
terions. The active surface site occupied by the coun-
terion together with the corresponding bound counterion
form a dipole, and for the tightly bound counterions one
can neglect interactions between this dipole and other
nonoccupied active sites on the macroions and with the
free counterions. Then one can write for the conditional
free energy
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BF(N;)=—1In Y § _L (NN Ziay Zige)

Nb+1

P>

(a,) i}“l"’z

Here 3, designates summation over all values of g;

from a;=0 to ¢ and over all particular distributions of
counterions {a;}. For convenience we use in Eq. (A1) a
well-known relation (21'ri)_1§ d&/EFT1=8,,, where in-
tegration of the complex variable £ is carried out over a
zero-containing circuit (see, e.g., [40]). Therefore only
the terms satisfying the condition a;+a,+ - +ay
=N,=¢N —N, give nonzero contribution to the sum.
Z({a;}) is the partition function for macroion with a par-
ticular counterion distribution {a;}. [dw; means in-
tegration over orientational coordinates of the ith ma-
croion. Zj4, and Z;4, are the ideal-gas partition func-
tions for macroions and free counterions, respectively.
Namely

Zy=V" H(NAAD™ (A2)

where Ac=h(277-ka)‘1/2 is the de Broglie thermal
wavelength of the counterions, with the analogous ex-
pression for the corresponding macroion ideal-gas parti-
tion function. Q(w,f{a,};...;on,{ay}) is a con-
figuration integral for a system consisting of free coun-
terions and macroions with a given set of macroions
orientations ®;,...,wy and a given set of the coun-
terions distributions {a,}, ..., {ay}:

Qo {a,};.. -

:%Nf f dR Nderexp{ —BU, (RN, r¥)
| 4

oy, {ay})

—BU,(RY,rM)}
(A3)
where dRY=dR, - - - dR and derZdrl .-

integration over macroions and free counterions coordi-
nates, respectively, and U,(RN,rN ) denotes the long-
range Coulomb interactions whereas BU(R,r) denotes
other types of interactions, i.e., short-range repulsive, van
der Waals interactions, etc. It is convenient to consider
the macroion particles that differ by orientations and by
the counterion distributions as particles of different
“sorts” (as well as it was suggested by Onsager for parti-
cles of different orientations [55]). Then one can apply
the usual methods of calculation of the configurational
integral for many-sort systems (see, e.g., [40]).

Let N, be the number of particles of the sort a, includ-
ing free counterions, and Uf® and U2 are corresponding-
ly the Coulomb and short-range interactions between
the particles of the sort a and b, so that

der means

fdco,

4545

- [doyZ({a,DE" -+ Z({ay)E™
XQ(wy, {a};...;on, {ay}) (A1)
I
U(RN,r")=3,, U and U(RY,r"/)=3,,Us. One

can calculate the configurational integral with the use of
standard technique, transforming the integration in Eq.
(A3) over RN, #™ to integration over collectlve variables
PrasP ity With the help of the Jacobian J(R Y, ,r ! PrkasPrp)
[40]. Using then a Gaussian approximation for the Jaco-
bian (random-phase approximation) and performing on
this basis an expansion with respect to the short-range in-
teractions, one finally obtains for the many-sort system
[40]

Qo {a};--;on,{ay})

=Q¢lwy,{al;...;on, {ay})exp(By+By+ -+ ),

(A4)

where Q. is Gaussian (random-phase) approximation for

the configurational integral [40]:

L3 (SpD(k)—In{det[1+D(k)]})
k

Qc =exp (AS)

where the summation over the wave vectors k is carried
in the upper half-space k, >0, and matrix D(k) is defined
as follows [40]:

D,,(k)=V"!B(N,N,)*Ufb(k)
=V"IB(N,N,)'"? [ dRexp(ik-R)UfAR) .
(A6)

Virial coefficients B,,B;, ... in Eq. (A4) arising in ex-
pansion may be expressed in terms of the short-range po-
tentials U and the equilibrium correlation functions of
the pure Coulomb system in the RPA [40,43]. Their
values are of the order of nR > (nR?3)?, ... [40] and will
not be considered here (in the present study we deal only
with the dilute solutions). Note that

UPR)= 3 »

a€fa},0 BE{b},w

(g,95/€)|R+r,—1pg 7!

(A7)

where g, and r, are, respectively, the charge and the po-
sition (with the respect to macroion center) of the ath ac-
tive site and R is the intercenter distance for the ma-
croions. The summation over active sites a and 3 is car-
ried out for the particular distribution of bound coun-
terions {a} and {b} and its orientations w and ', which
correspond to the sort a and sort b. Therefore we obtain
for Uf%(k)
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v =278 o35, ()5 (k) (A8)
k‘e

where eS,(k)=3,c(a)» Zaeia},odaXP(—ik'r,). Note
that in Eq. (A8) € may also be considered a k-dependent
value. When the sort a corresponds to the counterion,
i.e., when a =c, one obviously has eS_(k)=gq,, where g, is
the counterion charge. One can also write the matrix
D(k) in a diadic form:

D, (k)=d(k)d*(k) (A9)

where the ath component of the vector d(k) is defined by

the relation
|

xHk)=4mBe?V " 'e ' 3 N,S,(k)S}(k)

2
= 477Bq02nf /e+ AmpBne” 1

[“1}r“’1 faN}v")N

where n =N /V and n,

S 0 3 ylSkia]s
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4rB o Ne |y

dy(k)= | 52e*

(A10)

It can be easily shown that for the matrix of the form
(A9) the following relation holds true: det(1-+dd)
=1+Sp(dd). Thus one can write for the Gaussian
configuration integral Qg

2
o3 (10 0

where y2(k

1 ) (A11)

) is defined by the relation

(k,{a,})+ - +S(k,{ay])S*(k, {ay}], (A12)

=N,/V. Note that in Eq. (A12) integration over o; is assumed. Let us now notice that summa-

tion over {a;} and integration over dw; in Eq. (A1) may be represented in the following form:

f do, {Z}Z({al})%' fdwzv > Z({ay}) ‘é—NQ (0p,{a};...;05, {ay})

[aN

=(Zgc)V H fd“’ 2 P({

i=1

where P({a;},0;)=(47Zgca;)) " 'Z({a })§ may be in-
terpreted as a “probability” for the macroion to have dis-
tribution of bound counterions {a;} and orientation {w;}
and Zgc=3 (4, Z({a})§"/a!. Due to symmetry of its ar-
guments the function Q(w,{a};...;oy,{ay}) may be
always represented in a form Q=0Q(¢;,¢é,,...), where
functions ¢,¢,, . . . are the following: ¢; =[¢;(w;,{a;})
+ - +¢(oy,{ay})]/N, i=1,2... In the thermo-
dynamic limit, n =N /V =const,N — ©, V- o0, it may
be easily shown [making the same considerations that are
usually made deriving the central limit theorem (see, e.g.,
[56])] that the following relation holds true:

lim H fdm EP({ }wi)Q(¢1’¢2s---)

N— o i

=Q(d1, by --.), (Al4)

where the functions ¢,,é,,... are functions averaged
over the probability distribution P({a;},®;), i.e.,

=/ dcazP( é,(w,{a}) . (A15)

Therefore one can rewrite Eq. (A1) as follows:
exp[ —BF(N,)]

_ 1

== $ d&expl —(Ny+D)In(§)=BFy(N)

—BQy(E)—BFrpa(&,Np)],  (A16)

}w)0(wy,{a;};. (A13)

oy, fay}),

f
where BFl (Nf) ln[ZldMZch(Nf)] BQB(I_:T)
=—NIn[Zpc(£)], and BFrpa(§, Nf)—_]n[QG 3 Nf)]

with
Os(& N =exp | > 3 fdx [X(k)

1 [1+X( H
(A17)
(k) =x*(k,&,N )
=(47B/Ve)[N,gZ+Ne’S(k)S*(k)] . (A1B)

We show explicitly the dependence on £ of functions in
Eqgs. (A16)-(A18) since the averaging is performed with
the use of £-dependent probabilities P({a;},®;), namely

Jdo 3 (Zyca)'Z({a})E"
{a}
XS(k,{a})S*(k,{a})

S(k)S*(k)=

(A19)

The averaging of the virial coefficients B,,B; may be
done in the same way as averaging of the Gaussian
configurational integral. Since all the terms in the ex-
ponent power on the right-hand side of Eq. (A16) are of
the order of N— « (note that N, and N, also tend to
infinity), one can use an asymptotic estimate for the in-
tegral in Eq. (A16), which yields
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F(N)=B"'NyIn(£*)+Fi4(N;)+Q,(£*)

+Fgpa(£*,Ny)+const , (A20)

where £* being the extremum point of the function in the
exponent power in Eq. (A16) is the solution of the follow-
ing equation:

Qb §)+/3§ Fgpa(§,Ny)

(A21)

9§ 9

Introducing the value u
one can see that Eq.

Thus one can write £* =£&*( Nf
(chemical potential), &=exp(Su),
(A21) may be written as

B 0,+ (A22)

o

This equation defines the value of p=u(N,). Similarly,
one can write Eq. (A20):

F(N)=Q,(u)+uNy+Fiq(N;)+Frpa(p,Nys) -

szfN_Nf: %F‘RPA(#’N_/-)'

(A23)

Minimizing F(N,) with respect to N, one obtains the re-
lation

d

3 9
2 _F+=2
aNf id aNf FRPA+

B

_op

aN,

FRPA .

(A24)

Equations (A22)—(A24) are the basic equations of the
problem of the average charge of the variably ionizable
particles. The functions used in these equations are
defined by Egs. (A17)-(A19) where the value £ is substi-
tuted by exp(Bu), namely

e2S(k)S* (k)= (Zpca!) 'Z({a})eP
{a}
D> sin(kl,, ) (A25)
909y —7; >
a,yEfal Y klay

where the integration over the angular variables has been
performed and [,, = !ra—ryl is the distance between ath
and yth active site on the macroion surface.

These equations may be significantly simplified in some
special cases. If /,53>>1p, where I is the Bjerrum length,
and one can use the approximation Z({a})=(Z,),
which means that interactions between bound ions are
neglected, then the partition function for the particular
counterion distribution {a} depends only on the number
of bound counterions a._The charge structure factor for
the single macroion e2S(k) S*(k) may be calculated if
one notices that the following relation, which may be ob-
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tained from a simple combinatorics, holds true:
sin(kl,, )
2 2 a9y kl,,
{a} a,yE(a}
a fixed
‘|, sin(kly,) (£ —a)(£—a—1)
LN P L e £(6—1)

aFy

+(¢—a) |, (A26)
where “a fixed” means that the summation over the

counterion distributions {a} are performed with a fixed
number of counterions. With the use of Egs. (A25) and
(A26) we finally obtain

e2S(k)S*(k)
=[(1—/_1)"f(k)+(1—/)_1]((Q2—Qe)+ée ,
(A27)

where Q is the average charge, Q_f is the average square
charge of the macroions, and the function f(k) is defined

as follows; f(k)=¢72%,, sin(kl,,)/kl,,. Since
Z({a})=(Z,)" and
4
S Z({a})=(Z,)! a], (A28)
{a}

a fixed

one obtains Zyc =37 _,({)(Z,)%P 9. Therefore we con-
clude that Q, (), for this case, coincides with Q,(u), ob-
tained previously [see Eq. (5)]. Similarly the expressions
for O and éf also coincide with the previously obtained
relations [Egs. (9) and (10)]. Both of these values may be
expressed in terms of the average number of bound coun-
terions per one macroion @ [see Eq. (10)] and thus only in
terms of nj. Therefore, we come to the conclusion that
for this particular case the value of Fgpa(u,N +) actually
erends only on N, and not on u, ie.,
Frpa(p, Np)=Fgpa(Ny) [see Egs. (A1l7), (Al8), and

(A27)]. As a result one obtains, instead of Egs. (A22) and
(A24),
d
:/N—Nfzaﬂb(,u) ; (A29)
9 9 (A30)

p=—Fiat o Frpa -
aN, ' ON,

Equations (A29), (A30), and (A23) [with Fgps (1, N ) sub-
stituted by Frpa (N )] are just the same equations as Eqs.
(21)-(24), which were derived on the basis of reasonable
physical argumentation. Now, however, it is shown what
kind of approximations were implicitly used in deriving
these equations.

*On leave from Physics Department of Moscow State Uni-
versity, 119899 Moscow, Russia.
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